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ODC Onboarding to KVM

This chapter describes how to deploy OT Defense Console to a KVM.

Prerequisites

= The qcow2 packages provided by Trend Micro must be available and accessible to KVM 2.0.0.
= The necessary networks have been properly created in KVM.

= An extra disk (with more than 50GB of free disk space)

Deploying OT Defense Console

1. Open Virtual Machine Manager.

L.JGC O e

Name 4 | CPUusage

QEMU/KVM

2. Click the [Create a new virtual machine] icon at the top left corner.

3. Select [Import existing disk image].

m Create a new virtual machine

Connection: QEMU/KVM

Choose how youwould like to install the operating system

Local install media (ISO image or CDROM)
Network Install (HTTP, FTP, or NFS)
Network Boot (PXE)

O Import existing disk image

» Architecture options

Cancel Back Forward
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4.

5.

6.

Click [Browse] and choose an ODC VM image.
New VM

m Create a new virtual machine

=

Provide the existing storage path:

( Jodc/fimages/odc_tm.qcow2

Choose an operating system type and version

OS type: | Generic -

Version: | Generic -

cancel Back

| | Browse...

Forward

Adjust memory allotment and number of CPU cores.

New VM

m Create a new virtual machine

Choose Memory and CPU settings
Memeory (RAM): | 8192 -+ |
4 1+

Up to 8 available

CPUs:

Cancel Back

Up to 15948 MiB available on the host

Forward

Input a virtual machine name, and click [Finish].
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New VM

m Create a new virtual machine

Ready to begin the installation

Name: | oDd
0OS: Generic
Install: Import existing OS image
Memory: 8192 MiB
CPUs: 4
Storage: /odc/images/odc_tm.qcow2
Customize configuration before install

» Network selection

Cancel Back Finish

7. The new VM will be shown in the virtual machine list.
I

Virtual Machine Manager
File Edit

Name 4  CPUusage
W3 °pPc
[*] Running rs

8. Click the selected VM and click [Show virtual hardware details].

0DC on QEMU/KVM

File Virtual Machin

I I - &
Basic Details
Performance Name: [opc
{3 CPUs uuID: c69F%e0a-3176-4ae9-9481-5e220a63d35d
== Memory Status: Running (Booted)
4% Boot Options Title: [
= OE Disk 1 Description:

NIC:5a:79:80
0 Mouse
[E5 Keyboard
Bl Display vNC Hypervisor Details
i Sound iché Hypervisor: KVM
= serial 1 Architecture: x86_64
2 channel spice Emulator:  Jusr/bin/kvm-spice
Bl video virtio Fir.mware: _BIOS
ﬂf Controller USB 0O Chipset: 1440PX
m Controller PCI 0
mf Controller IDEO
m Controller VirtlO Serial 0

Add Hardware Cancel Apply

9. At the bottom left corner, click [Add Hardware]. First, select an existing disk, then adjust the
disk settings. Under [Disk bus] options, choose [Virtio]. Under [Storage format] options,
select [qcow?2].
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ODC on QEMU/KVM

g Overview Virtual Disk
Source path: fodcfimages/odc_tm.qcowz

Performance i X
Device type: IDE Disk 1

{:} CPUs Storage size: 25.00GiB
== Memory Readonly:
=5 Boot Options Shareable:
CIETEEN - -cvanced options
NIC:5a:79:80 Disk bus: | Virtlo »
3 '—‘
\J Mouse serial number:

Storage format: 4qcow2
Bl Display VNC

ﬂ sound iché » Performance options
= Serial1

&= Channelspice

! Video Virtio

m} Controller USB 0

m Controller PCI 0

m Controller IDE0

m} Controller VirtlO Serial 0

Add Hardware Remove Cancel Apply

10. Click [Apply] to add a new disk. We can create a new disk image or select another existing

storage.

B controller

Network O Create a disk image for the virtual machine
& Input 50.0 - | + | GiB
M Graphics 429.1 GiB available in the default location
® sound
4 serial Select or create custom storage
=6 Parallel Manage
=6 console
=@ Channel Device type: 3 Disk device -

USB Host Device ) )
4 PCl Host Device BUElypss Virtlo =
M video
] Watchdog » Advanced options
& Filesystem
& Smartcard
@ uUsBRedirection
o TPM

RNG

Panic Notifier

Cancel Finish

The external disk size can be decided depending on the number of logs to be stored, as shown in the
suggestion table below.

Disk space Maximum event logs Notes

>= 50 GB 5,000,000 logs Modified and enlarge size since support more log type
>= 170 GB 10,000,000 logs Modified and enlarge size since support more log type
>= 330 GB 50,000,000 logs Modified and enlarge size since support more log type
>= 600 GB 100,000,000 logs Modified and enlarge size since support more log type
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Note: The ODC requires one external disk and the size of the external disk must be at least
50GB; otherwise the ODC will not finish the initialization and will not complete the boot

process.

Note: The external disk is used to store the system configurations and event logs. You may
attach the external disk of a terminated ODC instance here instead of adding a new disk
if you want to migrate the previous configurations and logs to the new ODC instance.

11. Now, the ODC instance will boot.
Virtual Machine Manager

File Edit View Help

K Smopen B> [[| @ -~

Name 4  CPUusage

¥ QEMUKVM

opc
Shutoff

12. (Optional) Adjust your ODC instance to use proper resource configurations based on the
following sizing table or using default settings (default settings are as follows: 8 CPU cores,

16 GB of memory).

Sizing Table

Nodes CPUs Memory
50 4 cores 16 GB
100 4 cores 16 GB
150 6 cores 32 GB
200 8 cores 32 GB
300 12 cores 64 GB
500 16 cores 96 GB
1000 32 cores 128 GB

a. Shut down the instance of ODC and click [Edit].
The [Edit settings] window will appear.

b. Configure the number of CPU cores.

ODC on QEMU/KVM

File Virtual Machine View Senc
=0 > g -
B overview

Performance

M cpus currentallocation: | 4 -+

CPUs
Logical host CPUs: 8

&S Memory Maximum allocation: | 4 =+ |
=5 Boot Options
7| IDEDisk 1 Configuration
- . .
NIC:52:79:80 Copy host CPU configuration
U Mouse Model: |Haswell-noTSX-IBRS v
[E Keyboard » Topology
Bl Display VNC
il coiindichs

c. Configure the amount of memory.



Secured by

TREND 3 txOne

d.

(o) .

ODC on QEMU/KVM

=0 > ®

HE overview Memory

Performance Total host memory: 15948 MiB

{;} CPUs Current allocation: | 8192 - + |MiB

=

= Maximum allocation: | 8192 + |MiB
Boot Options

L IDEDisk 1
NIC:5a:79:80

(%) Mouse

Boot the ODC instance.

Accessing the ODC CLI

1. Open the ODC VM console.

2. Log in with “root / txone”

3. Change the default password

ell,

Type oobe
Change the default password

Re-log in to the ODC with your new password

rsion v1.0.0

ou want to exit this shell, please type ‘exit’ or "Ctrl-D°.

ommand
command

networks

4. After logging in to the ODC, you may optionally type the “help” command to see a list of
available commands on the instance.

, version v1.5.4

ommands provided in:

Manage the IP whi

onment variables

the netw i es
bility of a host
ut down the machine immediately
Change the root

Send files
Manage th

Shortcut table:
Tab
Ctrl
Ctrl
Ctrl
Ctrl
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Getting the IP Address of the ODC Instance

1.

networks

Type the following command to get the IP address of the ODC Instance

$ iface 1s

[Optional] Configuring the IP Address Settings

You can choose to configure the IP address manually.

1.

Use the “iface update” command to update the settings of an existing network interface. For
example, the following command sets the interface “eth0” to a static IP address
10.7.19.187/24 with the Gateway IP address 10.7.19.190:

$ iface update eth0 --method static --address 10.7.19.157 --netmask
255.255.255.0 --gateway 10.7.19.254

Confirm the network interface settings are correct and execute the following command to put
the new settings into effect:

$ iface restart ethO

Input the following command to view the network interface settings:

$ iface 1s

Use the “resolv add” command to add a DNS server and “resolv Is” to list the DNS servers
you've added. For example, the following command adds “8.8.8.8"” to the DNS server list.

$ resolv mode custom
$ resolv add 8.8.8.8

10
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5. Type the following command to view the DNS server settings.

$ resolv 1s

l» add 8
.8 1s added

v 1s

6. Execute the following command to reboot the VM:
$ reboot

Opening the Management Console

OT Defense Console provides a built-in management console that you can use to configure and
manage the product. View the management console using a web browser.

Note: View the management console using Google Chrome version 63 or later; Firefox version
53 or later; Safari version 10.1 or later; Edge version 15 or later.

Procedure

1. In a web browser, type the address of the OT Defense Console in the following format:
https://<target server IP address or FQDN>
The login screen will appear.

2. Enter your login credentials (user name and password).
Use the default administrator credentials when logging on for the first time:
. User ID: admin
. Password: txone
3. Click Log On.
If this is your first login, the Login Information Setup frame will appear.

Note: You must change the default login name and password at your first login before you can
access the management console.

Note: New login name cannot be “root”, “admin”, “administrator” or “auditor” (case-
insensititive).

a. Confirm your password settings.
. New Login Name
= New Password
. Retype Password
b. Click Confirm.
You will be automatically logged out of the system. The Log On screen will appear again.

c. Log on again using your new credentials.

11
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) OT Defense Console & somin amin) =5 EXONE”
Dashboard
Summary +
£ TabSewings | [ Add Widgets
Environment Summary (Group Summary) 1 Asset Types
All Groups All Groups
@ sCADA 9
D @ Industrial Network Appliance 4
‘j 1 Industrial Embedded PC 3
® HMIG
5 / ® Industrial Production Machines 4
Assets Devices N 12¥
4 4

Device List
All Groups

Device P Status Pattern Version Firmware Version Model Assets

1PS-355eb2 172.24.0.34 * Online T™M_200921.12 114 IPS-102-BP_TM 10

1PS-48e12f 172.24.0.35  Online TM_200921.12 114 1PS-102-BP.TM 10

IPSP-41bfe 172.24.0.36 * Online TM_IPSP_200930_14 1047 1PS-Pro-1048-BP-Th 10

IEF-b69e2b 172.24.0.33 * Online TM_190115_1_RELS 1.4 IEF-1012_Th 10

e omaior arnnsnan vidannier o nrin aaa wr anan ves - J
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System Migration

When a new version of ODC is released, we can migrate the settings of the old ODC by attaching the
external disk of the old ODC to the new ODC VM. The migration of settings includes:

=  The UUID of the old ODC
=  The pattern and firmware downloaded by the old ODC

=  The system configuration settings from the old ODC such as its license, accounting
information, security policies, and so on

=  The security event logs stored by the old ODC

Procedure
1. Launch the new ODC instance (refer to section Deploying OT Defense Console on page 4)
Power off the old ODC
Click [Browser] and choose an existing disk
Attach the external disk of the old ODC to the new ODC

g A W N

The old ODC's information will be migrated into the new ODC

- odc ver 100 Virtual Machine
File Virtual Machine View Send Key

Add New Virtual Hardware

&3 P Storage
= M' _. Network
Bd Input Please indicate how you would like to assign space
Vii - Graphics on the host system for your virtual storage device.
i le m Sound () Create a disk image on the computer's hard drive
e WP Serial | sol:lcB
| @ Parallel
In‘ ;i Channel : :
- ol ¥ e / Allocate entire disk now 0
= " USB Host Device
m Sd 7 : ¢ Select managed or other existing storage
. PCI Host Device
@ Sq |l video \Browse...| [|
! Vil m Watchdog
m Cd G Filesystem Device type: = IDE disk 2
B o & smarcard Cache mode: | default =
B @ usB Redirection :
Storage format: v
‘ @Cancel ‘ ‘ @ﬁnish |

P Security

C‘S]Add Hardware

13



%) TREND

Secured by

3 txOne
networks

Terms and Acronyms

The following table lists the terms and acronyms used in this document.

Terms/Acronyms Definitions
EWS Engineering Workstation
HMI Human-Machine Interface
ICS Industrial Control System
IT Informational Technology
oDC Operational Technology Defense Console
oT Operational Technology
OT Defense Operational Technology Defense Console
Console
PLC Programmable Logic Controller
SCADA Supervisory Control and Data Acquisition

14
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